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Abstract: There is a growing need for service robots that can support independent living of the elderly and people 
with disabilities, as well as robots that can assist human workers in a warehouse or on a factory floor. However, 
robots that collaborate with humans should act predictably and ensure that the interaction is safe and effective. 
Therefore, when humans and robots collaborate for example during Activities of Daily Living (ADLs), robots should 
be able to recognize human actions and intentions and produce appropriate responses. To do so, it is crucial to 
understand how two humans interact during a collaborative task and how they perform them. Humans employ 
multiple communication modalities when engaging in collaborative activities; similarly, service robots require 
information from multiple sensors to plan their actions based on the interaction and the task states.  

Service robots for the elderly require information from multiple modalities to maintain active interaction with a human 
during performing interactive tasks. We study in detail the scenario where a human and a service robot collaborate 
to find an object (Find Task) in the kitchen so it can be used in a subsequent task such as cooking. Based on the 
data collected during human studies, we develop an Interaction Manager which allows the robot to actively 
participate in the interaction and plan its next action given human spoken utterances, observed manipulation 
actions, and gestures. We develop multiple modules for a robot in the Robot Operating System (ROS), including H-
O action recognition using vision, gesture recognition using vision, speech recognition using the Google speech 
recognition API, a dialogue tool which includes a multimodal dialogue act (DA) classifier that determines the 
intention of the speaker, and the Interaction Manager itself. The proposed system is validated using two different 
robot platforms: a Baxter robot and a Nao robot. The preliminary user study provides the evidence that by using the 
developed multimodal Interaction Manager, the robot can successfully interact with the human in the Find Task. 
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